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Abstract—Recent developments in communication technology
have led to cloud resources becoming ubiquitous. These resources
enable many new applications by offering computational power
for remote embedded devices. In combination with advances in
the area of smart driving, this seems to be especially beneficial
for applications such as remote maintenance of vehicles or
integration with smart city services. As autonomous driving
continues to gain traction, Car-to-Cloud communication can
support transferring collected data to the cloud, e.g., for dynamic
learning of new map information. Additionally, passengers can
benefit from novel entertainment services. All these develop-
ments require a stable connection between a mobile vehicle
and the cloud resources. In this vision paper, we survey Car-
to-Cloud communication applications. Based on the analysis of
the varying requirements for these applications, we formulate
research questions and challenges. Further, we discuss how
these challenges can be addressed by means of an adaptive
Car-to-Cloud communication middleware. We conclude with an
overview on our activities in this area and an outlook on our
planned future work on adaptive communication.

Index Terms—vehicular communication, cloud computing,
smart city, intelligent transportation systems, adaptive commu-
nication systems

I. INTRODUCTION

In recent years, car manufacturers have demonstrated that
autonomous driving is not science fiction anymore. This
development comes in hand with new technologies in the
area of vehicular communication. Further, the omnipresence
of cloud resources enables new applications for vehicular
communication, ranging from information services to dynamic
routing, entertainment and driving safety. Especially cities
might benefit from such applications, e.g., through dynamic
routing or parking lot search.

However, such applications have many different communi-
cation requirements and characteristics, e.g., different types of
workloads with varying real-time constraints. Further, some
applications require a connection to the cloud while driving,
e.g., dynamic routing, while others can operate while the car is
parked, such as the transmission of collected camera data for

updating navigation maps. Hence, a one-size-fits-all approach
for Car-to-Cloud communication is infeasible.

In this paper, we present our vision of adaptive Car-to-
Cloud communication, enabled by an adaptive communication
middleware that is able to switch between different commu-
nication protocols and transfer media, as well as to adapt the
communication behavior of applications. The paper provides
three contributions. First, we characterize different relevant
applications based on: (i) whether the data exchange happens
online (i.e., while driving) or offline, (ii) it is constant or event-
based, (iii) the data load, (iv) whether it is stream-based or
file-based, (v) the frequency of data exchange, and (vi) its
applicability for smart cities. Second, we present a system
model for adaptive Car-to-Cloud communication middleware.
Third, we discuss the challenges for adaptive cloud-based
vehicular communication.

The remainder of the paper is structured as follows. Sec-
tion II describes the foundations of vehicular communication.
Section III presents an overview of Car-to-Cloud communi-
cation applications. Following this, Section IV presents our
research agenda and elaborates different challenges for Car-
to-Cloud communication based on analysis of the presented
applications. In Section V, we analyze existing approaches
and motivate the research gap. Section VI describes the current
project status as well as planned activities. Finally, Section VII
concludes the paper.

II. BACKGROUND: VEHICULAR COMMUNICATION

Vehicle-to-anything or Vehicle-to-X (V2X) communication
summarizes any communication between a vehicle and a
second party. In this context, a vehicle can be anything from
cars to airplanes to trains [1]. In most cases, V2X commu-
nication can be divided into two subclasses: (i) vehicle-to-
vehicle communication and (ii) vehicle-to-infrastructure com-
munication. Vehicle-to-Vehicle (V2V) communication covers
direct communication between two vehicles using any kind of
wireless transmission channel based on the Wifi IEEE 802.11p



TABLE I
OVERVIEW OF DIFFERENT CAR-TO-CLOUD APPLICATIONS.

When? Priority? What? How? How frequent? Where? Which time frame? Which direction?
Real-time navigation Online High Medium File Regularly Both Soft real-time Bidirectional
Real-time traffic infor-
mation

Online High Medium File Regularly Both Soft real-time Unidirectional

Real-time context in-
formation

Online High Low File On demand Both Hard real-time Unidirectional

Parking lot search Online Low Low File On demand City Soft real-time Bidirectional
Charging station man-
agement

Online Low Low File On demand Both Soft real-time Bidirectional

Remote diagnostic in-
formation

Offline Low Medium File Regularly Independent Delay-tolerant Unidirectional

eCall system Offline High Medium Stream On demand Independent Hard real-time Bidirectional
Software update over
air

Offline High Medium File On demand Independent Soft real-time Unidirectional

Remote data collec-
tion for model facelift

Offline Low Medium File Regularly Independent Delay-tolerant Unidirectional

Update of maps Offline Low High Stream Regularly Both Delay-tolerant Unidirectional
Remote control of au-
tonomous vehicles

Online High High Stream Constant Both Hard real-time Bidirectional

Machine learning for
autonomic driving

Offline Low High Stream Regularly Independent Delay-tolerant Unidirectional

Video streaming Online Low High Stream Constant Independent Hard real-time Unidirectional
Vehicle as an office Online Medium High Stream Constant Independent Soft real-time Unidirectional
Vehicle as gateway Online Low High Stream Constant Independent Soft real-time Unidirectional
Vehicular social net-
working

Online Low Medium File On demand Independent Delay-tolerant Bidirectional

Insurance profiling Offline Low Low File Regularly Independent Delay-tolerant Unidirectional
Accident black box
data

Offline Low Low File On demand Independent Delay-tolerant Unidirectional

Section control Offline Low Low File Regularly Independent Delay-tolerant Unidirectional
Tolling Offline Low Low File On demand Independent Delay-tolerant Unidirectional
Online fleet manage-
ment

Online Low Medium File Constant Independent Soft real-time Bidirectional

Pricing of rental cars
by wastage

Offline Low Low File Regularly Independent Delay-tolerant Unidirectional

Platooning coordina-
tion

Online High Medium File Constant Highway Soft real-time Bidirectional

Inner-city platooning Online High Medium File Constant City Hard real-time Bidirectional

standard, DSRC, or Bluetooth (IEEE 802.15.1). Vehicle-to-
Infrastructure (V2I) communication provides the foundation
for cloud-based services. The infrastructure can consist of so-
called road side units (RSUs) – which are fixed communication
stations deployed along the road – or cellular communication
networks. In comparison to V2V applications, they can provide
information to vehicles even in sparse traffic density [2].
Comparable to mobile ad-hoc networks (MANETs), vehicle ad-
hoc networks (VANETs) are characterized by the lack of any
fixed infrastructure or base station. They are made up of com-
munication nodes of vehicles forming a network and enabling
nearby vehicles to communicate with each other. Although
VANETs are technically MANETs, they inherit certain char-
acteristics which impose new challenges on network stacks
and routing protocols in comparison to MANETs. Sichitiu et
al. [3] identify five main differences between MANETs and
VANETs related to the addressing mechanisms, the rate of
link changes, the mobility model, the energy efficiency, and
the respective relevant applications.

In this paper, we focus on V2I communication proposing
a new adaptive communication middleware that integrates
cloud services and vehicles. Next, we present an overview

of different applications for cloud-based V2I communication.

III. APPLICATIONS FOR CLOUD-BASED V2I
COMMUNICATION

V2X communication enables a large range of applications
including platooning [4], collision warning on highways, traf-
fic monitoring and traffic light control [5], increasing both
traffic safety and efficiency. An exhaustive overview on such
applications is provided in [6] and [7]. In the following,
we present an overview on applications for cloud-based V2I
communication, hence, we neglect V2V applications1. Table I
provides an overview of the different applications and their
characteristics. It uses the following questions for evaluating
the communication characteristics of these applications:

• When? Should data be exchanged online (i.e., while
driving) or offline.

• Priority? High versus low priority.
• What? High, medium, or low data load.
• How? Stream-based versus (single) file-based.
• How frequent? Constant, regularly, on demand.

1 [1], [6] or [7] present overviews on V2V applications.



• Where? Applicability for smart cities, highways, both or
independent.

• Which time frame? Are there real-time constraints or is
the application delay-tolerant (e.g., due to low bandwidth)
and can send the data later.

• Which direction? Bidirectional or unidirectional commu-
nication?

Cloud-based V2I applications serve different purposes such
as routing, driver convenience, or safety of traveling. In the
following, we briefly describe the most common applications2.

Dynamic routing applications influence the routes of vehi-
cles based on the current traffic conditions. V2I communica-
tion allows to send the current location of vehicles as well
as their velocity to the cloud. This may be complemented by
information about the current weather conditions or planned
construction sites.

For smart cities, especially the real-time navigation opti-
mized based on traffic flow information gained through V2I
communication might be an interesting approach. Further, the
search for parking lots can be optimized using V2I commu-
nication. This adds another benefit as drivers can search for
suitable parking location for their vehicle. Also, drivers of
electric vehicles can search for charging stations easily using
cloud-based V2I communication.

Several cloud-based V2I applications target the maintenance
of vehicles. This includes monitoring of the vehicle status by
sending different driving parameters or sensor measurements.
On the one hand, this can be used to indicate to the driver any
issues with the vehicle. On the other hand, car manufacturers
can use this information when planning the next facelift
of their car. Since 2018, car manufacturers must equip all
new vehicles in the European Union with the eCall system
for automatic emergency calls [8]. Furthermore, updates of
car software can be sent over-the-air. Additionally, the cars
may exchange data that are relevant for autonomous driving.
Camera pictures, LIDAR / RADAR, and sensor data can be
used by machine learning techniques to improve the algorithms
for autonomous driving as well as to update the necessary
high-quality map data. Finally, remote control of autonomous
cars from a management dashboard is another possible use
case for V2I communication.

Especially in combination with autonomous driving, but
also for passengers of conventional cars, a number of entertain-
ment applications have emerged. One example is the streaming
of media content using dedicated V2I communication infras-
tructure. This also enables further economic possibilities for
financing the infrastructure, e.g., by advertisements. Another
application is vehicular social networking, i.e., the virtual
connection of drivers. In the context of smart cities, this can
be complemented by connecting drivers and passengers with
local shops or restaurants. Integration of user devices may be
another attractive use case, either for entertainment or for work
purposes.

2 The following text is a summary of applications presented in [6] and [7].
Due to space constraints, we do not provide the original references of these
applications. For that, the interested reader is referred to [6] and [7].

Several applications might also be relevant for third par-
ties such as governments, insurance agencies, or car rental
companies. Using V2I communication, the government can
collect information for tolling or use the driving information
of vehicles for section control, e.g., to identify cases of
speeding. Insurance companies can use information about the
driving behavior and the usage of the vehicle for individual
charging based on profiling. Rental car providers can use such
information for pricing of rental cars based on actual usage.
Further, online fleet management offers companies different
possibilities, e.g., control of goods or optimization of public
transportation status information.

Finally, the term platooning describes the formation of
multiple vehicles driving with small gap sizes of 5-10 meters
enabled through communication. Whereas platooning itself is
a V2V application due to the required low latency, in the
iCOD project, we research the coordination of vehicles in
platoons [4]. This coordination is enabled by V2I commu-
nication and a server coordinating the platooning activities
to make it work in settings with a low penetration rate
of platoonable vehicles in which V2V-based approaches for
searching platooning vehicles might not work. Additionally,
we also plan to offer an inner-city platooning approach based
on loosely-coupled platoons [9].

IV. ADAPTIVE CLOUD-BASED VEHICULAR
COMMUNICATION

Based on analyzing the varying requirements for Car-to-
Cloud communication approaches presented in the previous
section, this section presents the system model we assume
for adaptive Car-to-Cloud communication and discuss the
associated research challenges. In principle, four transmission
alternatives are feasible. First, vehicles may use stationary
transmission links, e.g., while parking at home. Second, ve-
hicles may use cellular communication networks, such as
3G, 4G, or 5G connection links. Third, it is possible to use
specific V2I communication infrastructure, such as DSRC
based on Wifi IEEE 802.11p or IEEE 1609. Lastly, hop-based
communication is possible, i.e., establishing a communication
with the cloud through intermediary V2V communication.
Figure 1 illustrates the different communication types.

The mobility of vehicles requires to changes in the connec-
tion. Possible connection links can differ over time in terms
of bandwidth, latency, and other parameters. This leads to the
need for adaptive communication mechanisms that control and
optimize the Car-to-Cloud communication for guaranteeing
quality of service. Depending on the nature of the application,
different quality of service levels are necessary and different
parameters are important (cf. Table I). This adaptive com-
munication approach raises different research questions and
challenges:

1) Which end-to-end timing can be achieved?
2) What level of stability of a wireless connection can be

assumed?
3) How to handle hand-over situations?
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Fig. 1. Communication Types for Car-to-Cloud Transmission.

4) Which improvement of standards (and protocols) are
necessary?

5) How to design an adaptive communication mechanism?
Adapting the communication mechanisms is one possibility

while another is to adapt the application behavior. We want to
illustrate this with a scenario for dynamic routing. In cases of
a stable and fast network connection, the application would
run in the cloud and use up-to-date traffic information to
calculate the fastest route. However, if we assume to drive
in the countryside with bad cellular coverage, it may be
beneficial to download the map in advance and calculate the
route onboard. This comes with the disadvantage of not having
real-time traffic information to optimize the route. However, it
is still possible to calculate the route even if no connection to
the cloud service is possible. Accordingly, applications should
have adaptive behavior to run either on the car or in the cloud.
Thus, besides adaptive communication, we plan to investigate
the possible application placement strategies.

This also includes functionality that is traditionally pro-
cessed in the vehicle, such as the range estimation of elec-
trical cars. Currently, the battery distance calculation for an
electrical vehicle primary relies on the driving behavior. The
knowledge about the remaining battery range of the vehicle
can be important for the driver for planning if and when
charging stops are needed. This knowledge can be leveraged
to optimize the allocation of charging stations by booking an
estimated time slot. The knowledge of the planned route of the
vehicle provides an important factor for range estimation. The
geographic topology and speed limits could also be extracted
from offline maps. Beside the route, there are some additional
factors that influence the power consumption of an electrical
vehicle. Context information such as the outside temperature
also has an impact on the range, as the batteries might have
to be heated or cooled down. Without the knowledge of the
outside temperature, the power consumption for achieving a
proper battery temperature and therefore the range cannot be
estimated well. Additionally, the wind influences the range
of a vehicle as well. Headwind results in a higher power
consumption while tailwind may positively affect the range

of the vehicle. Such context information like the current
temperature and wind cannot be provided by offline maps.
The distance calculation for electrical vehicles would benefit
if such information is accessible via the cloud. In smart cities,
such data can be provided through an existing infrastructure of
weather stations. Nevertheless, highways and rural areas would
not be covered in the near future by such weather stations.
Besides polling context information from the cloud, the vehicle
can also be used as IoT sensor by reporting, e.g., the outdoor
temperature into the cloud and making it available for other
road users. Summing up, a rough range estimation is already
possible with static maps. However, the cloud connectivity
provides fine-grained live data to optimize arrival and battery
estimations and for using the vehicles as IoT sensors.

In the context of the above applications, the following
research questions and challenges arise:

1) Which amount of sensor and configuration data is re-
quired to be up-/downloaded for an application?

2) Which alternative function partitioning variants are rea-
sonable?

3) Which calculation can be done onboard; which has to
be done off-board?

4) Which applications need to run online (i.e., while driv-
ing), which can run offline?

5) When to process data?
6) How to ensure data protection and privacy?

V. RELATED WORK

Pillmann et al. examine Car-to-Cloud communication from
different perspectives [10], [11]. They integrate a Common
Vehicle Information Model (CVIM) into a vehicle simulator
and investigate the network traffic within Long Term Evolution
(LTE) mobile radio cell. Through a newly generated Car-to-
Cloud communication traffic model, the amount of data and
data rate in different traffic situations like normal traffic flow
or traffic jams can be modeled. Although the communication
traffic model can be used to simulate the data traffic between
cloud and vehicles, the adaptive aspect is not covered.

The V-Cloud architecture includes vehicular cyber-physical
systems (VCPS), V2V network and V2I network layers [12].
It classifies the required communication by the communicating
entities, i.e., if the communication is within a vehicle, from
vehicle to vehicle, or from vehicle to infrastructure including
clouds. Some use cases and benefits of CPS-enabled vehicles
are discussed, but specific models and evaluations are not
included in their work.

Montanaro et al. present a cloud-assisted control system
architecture for platooning [13]. The functional architecture
is structured in three layers, which are distributed between
onboard vehicle systems, a roadside infrastructure, and a
cloud. Their aim of offloading some functionality, in this
case platooning coordination, into the cloud is similar to our
approach. Besides the different scope, the work presents only
a high-level concept.

Rémy et al. provide LTE4V2X, a framework for a central-
ized vehicular network organization using LTE [14], [15]. The



authors evaluate the realistic traffic urban as well as highway
scenarios using the ns-3 network simulator. Aspects of the
investigation are overheads by control messages, packet losses,
and handovers. Although the work has some similarities with
our proposed vision, it is limited to LTE and the adaptive
aspect is missing.

The work of Festag et al. focuses on Car-to-Car communica-
tion [16]. It is based on FleetNet, a Car-to-Car communication
platform. Similar to our approach is the adaptiveness to
network availability, which uses multi-hop packed forwarding
over other cars if no direct connection is available.

Sallam et al. investigate the performance of routing proto-
cols in vehicular ad-hoc networks (VANETs) through ns-3 net-
work simulator [17]. Identical to our approach the performance
is evaluated in driving scenarios generated by SUMO traffic
simulator. However, this work focuses on V2V communication
and covers only routing protocols.

An evaluation of Vehicle-2-Vehicle communication channel
is provided by Grau et al. [18]. Similar to our planned testbed,
real hardware from Cooperative Vehicle Infrastructure Systems
(CVIS) has been used for measurement. This evaluation fo-
cuses on the communication channel between vehicles, and
does not cover any higher protocol layers.

Bilstrup et al. investigate the medium access method of
802.11p with focus on real-time capabilities and concludes
that the used CSMA/CA is not suitable to guarantee fixed
transmission times [19]. Instead of this, they introduce a self-
organizing time division multiple access method. Although the
scope of this work is different from our approach, the com-
munication channel usage, i.e., with several vehicles with real-
time requirements is evaluated in a simulation environment.

Dressler et al. present an adaptive approach for guarantee-
ing latency and reliability for communication in platooning
applications [20]. The approach integrates Tactile Internet
concepts and interdisciplinary approaches from control theory,
mechanical engineering, and communication protocol design.
However, they only focus on V2V communication.

In contrast to existing works, we investigate which types of
processing can be done on the vehicles and which require a
connection to the cloud. Further, we integrate a mechanism
for adaptive Car-to-Cloud communication.

VI. STATUS QUO AND FUTURE WORK

Currently, we are developing a simulation environment for
Car-to-Cloud communication. The environment integrates a
vehicle simulator for simulation of driving and a network
simulator for simulating the communication between vehicles
and the cloud. We evaluated several alternatives and concluded
with an in-depth analysis of Veins [21] – which integrates
the SUMO traffic simulation with the OMNeT++ network
simulator [22] – and the VSimRTI [23] simulation frame-
work, which combines several traffic and network simulators
using a Java-based API. For modeling and simulating the
traffic in the cloud we consider using the Descartes Network
Infrastructures Modeling Language (DNI) [24], which also
interacts with OMNeT++. The simulation environment will

be easily configurable to define the different parameters that
characterize the Car-to-Cloud application (cf. Table I). This
includes the configuration of various cycle times of traffic, data
types (streaming of data versus single files), different velocity
speeds of vehicles, switches between wireless connections and
message protocols, adjusting message payloads, as well as the
inclusion of communication errors and packet losses. It will
cover inner-city communications as well as highway scenarios.
Figure 2 shows the concept of our simulation environment.
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Ÿ Connection type
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Ÿ Speed of vehicle

Parameters
Ÿ Cycle time

Measurements

Fig. 2. Simulation Environment for Adaptive Car-to-Cloud Communication.

We will complement the simulation environment with a
middleware for adaptive Car-to-Cloud communication, e.g.,
for choosing the best parameters and protocols for different
use cases. This integrates self-adaptation [25] into the com-
munication as well as the placement of applications.

In previous work, we already built a reconfiguration engine
based on Dynamic Software Product Line (DSPL) modeling
techniques for specifying the reconfiguration behavior of com-
munication systems [26]. There we showed that the reconfig-
uration behavior of a communication system can be specified
using modeling techniques from the DSPL domain. This
allows to reuse the reconfiguration logic. Additionally, domain
experts who may not be familiar with building reconfigurable
systems are enabled to model the reconfiguration behavior of a
communication system. Further, context-dependent reconfigu-
rations can be easily specified. The controlled system – in the
context of this paper this is the car – sends sensor information
to the reconfiguration engine. Then, the reconfiguration logic
analyzes the sensor data and plans a reconfiguration if needed.
Finally, the reconfiguration is sent to the controlled system
which then reconfigures itself accordingly.

Applying a central approach using a SAT solver in [26]
limited its applicability to centralized boolean problems for
turning features on or off. In recent work, we increased the
capabilities of the reconfiguration logic by using a Mixed Inte-
ger Linear Programming solver for planning [27]. This directly
enhanced the possibilities for specifying the reconfiguration
behavior, as numeric value attributes can be used. Additionally,
it allows us to address the issue of achieving certain quality
goals of nonfunctional properties such as latency or bandwidth.
Also, we used machine learning for learning the influence of



system configurations on the values of nonfunctional goals.
This allows to optimize the system configuration towards
a nonfunctional goal. Additionally, multiple goals can be
specified and weighted for balancing conflicting goals such
as transmission speed and energy consumption individually.

For this use case, we require the integration of a middleware
for adaptive communication. In [28], we describe the chal-
lenges for building a self-adaptive communication middleware.
The challenges correlate to this paper’s Car-to-Cloud use case:

1) How can the reconfiguration logic be distributed?
2) How should interfaces from the reconfiguration logic to

the actual communication mechanisms look like?
3) How to distribute the reconfiguration knowledge in the

system?
Currently, we address these challenges through applying our

existing reconfiguration logic in the Car-to-Cloud use case.
In addition to the simulation environment, we plan to apply

our approach in a testbed for benchmarking in cooperation
with an industry partner. The aim of the testbed is the
verification of the simulation results as well as executing tests
on real hardware, including real driving scenarios. For the
testbed, the involved components are implemented as software
artifacts which can emulate the real hardware components.
This allows to independently replace the emulated parts in the
communication path by hardware, while other parts remain
as software artifacts. Benefits of this approach are the isolated
benchmarking of dedicated components such as different cloud
providers, and the assumption of deterministic behavior of
some components, e.g., the mobility network. The emulated
components can be implemented on different granularity. For
example, the car could either be implemented as one commu-
nicating entity or as different components, connected through
Ethernet or bus systems like CAN, LIN, RlexRay, and MOST.

VII. CONCLUSION

In this paper, we outlined our vision of an adaptive Car-to-
Cloud communication middleware. We presented an overview
of possible applications and their characteristics. As these
new applications have different communication requirements,
we outlined the associated research challenges and related
work in the field. Finally, we described our existing and
current work on adaptive Car-to-Cloud communication for
making these new applications possible using different existing
communication infrastructures.
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